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Multi-Frame Operations
Relative scale recovery



Standard Bundle Adjustment
Optimizes for camera poses and point locations



Plane Bundle Adjustment
Optimizes for camera poses and plane locations



SIFT detection + matching 185 ms
Vanishing points detection 223 ms
CNN ground segmentation 22 ms

Multi-planar clustering 322 ms
Translation vector regression 20 ms

Cluster chain computation 30 ms
Bundle Adjustment (focal length fixed) 135 ms

Bundle Adjustment (focal length optimized) 500 ms
Total (focal length fixed) 937 ms

Total (focal length optimized) 1,302 ms

Table 1: Average processing time per frame.

Figure 4: Bird-eye view of reconstructed points from the
Corridor 1 sequence. Left: our algorithm (points in differ-
ent detected planes are shown with different color). Center:
ORB-SLAM [26]. Right: SfM Revisited [31]. Note that the
sky blue and cinnamon points in our result represent planar
surface induced by frontal surfaces of trashcan and printer.

Figure 5: 3-D textured rendering of one of the walls of the
reconstructed Corridor 1 scene.

5.2. Experiments

We collected a number of sequences of corridors in our
buildings using an iPhone 6 (1024 ⇥ 768 pixels). Each se-
quence contains 20 images, which were taken by hand at

each step of walking approximately 0.4 meters of distance
from each other. Our reconstructions have been computed
without optimization of the camera’s focal length. We no-
ticed that optimizing the focal length did not improve the
reconstruction results noticeably, while using more process-
ing time (see Table 1). We show reconstruction results (to-
gether with the camera poses) for two scenes (Corridor 1
and 2) in Figs. 4 and 6 as bird-eye views of the 3-D points,
using different colors for points belonging to different de-
tected planes (Note that points belonging to the horizontal
planes were removed from our result, for the clear visualiza-
tion). For each scene, we also show the result using the open
source implementation2 of the ORB-SLAM algorithm [26],
as well as the result using the open source implementation3

of the “SfM Revisited” algorithm of [31]. The reconstructed
points are shown on top of the floor plan, which was manu-
ally adjusted in all three cases to best fit the points. In addi-
tion, we show a textured 3-D rendering of the planar patches
produced by our system for Corridor 1 and 2 in Figs. 5 and
7. Also, Fig. 8 shows the comparison of 3-D textured ren-
derings between our algorithm and SfM Revisited. Differ-
ent from the point-based reconstruction, our algorithm pro-
duced the dense reconstruction even for the regions without
textures if such regions are in between the detected feature
points on the same wall.

The reconstructed path is very similar for all three algo-
rithms, except for SfM Revisited in the Corridor 2 scene.
The most noticeable difference is in the quality of the re-
constructed points, which are clearly more sparser in the
other two general-purpose algorithms than in ours. The 3-
D rendering is particularly impressive considering few in-
put images, and insufficient feature points, which caused
by the indoor environment, enabling walk-through visual-
ization of the reconstructed scenes. The 3-D rendering also
highlights several reconstruction errors, which may be im-
puted to incorrect relative scale recovery (resulting in planes
with inaccurate location), mismatches (which are amplified
by our simple planar patch extrapolation algorithm, gener-
ating “ghost” patches), and incorrect camera rotation (re-
sulting in inaccurate image warping, e.g. in correspondence
to the large door in the left half of Fig. 5.)

6. Conclusions

We have introduced a technique for motion recovery
and surface reconstruction that makes use of the Manhat-
tan World geometry at every step of the way. Our approach
relies on pairwise matching of feature points, but repre-
sents geometric primitives in terms of planes. This enables
a novel formulation of Bundle Adjustment that optimizes
plane locations, rather than point locations. The result is

2
https://github.com/raulmur/ORB_SLAM2

3
https://github.com/colmap/colmap
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